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Abstract. Previous studies have shown that the lack of a useful mental model of pointers 
is one of the reasons why many novice programmers fail the data structures course. This 
study had two main objectives: to analyze the status of mental models of pointers (focusing 
on value and address assignment); and to evaluate the impact of combining worked-examples 
and follow-up questions in CeliotM program visualization (PV) tool in the learning of 
pointers. The subjects of the study were sixty-two second-year undergraduate students taking 
a course on data structures (PMT 221) at the College of Natural and Mathematical Sciences 
(CNMS) of the University of Dodoma. Data were collected using pretest and posttest 
questionnaires. The collected data were analyzed using descriptive statistics. The results 
showed that 56.5% of the students had incorrect mental models of pointers. The results also 
showed that using the proposed strategy improved the students’ mental models of pointers 
from 56.5% to 87.1%. These results contribute to our understanding of the most common 
misconceptions that novice students may have when learning pointers. The findings of this 
study confirm previous studies that when the new innovative teaching strategies are used in 
combination with PV tools in teaching and learning programming can help improve students’ 
programming comprehension.

Keywords: programming, program visualization, threshold concept, pointers, mental 
model, follow-up questions

Introduction
Programming is the core competency in computer science (CS) education. To master 

programming, a beginner must learn and understand various concepts of programming threshold 
concepts. The Association for Computing Machinery (ACM) recognizes pointers as one of the 
threshold concepts that any student who learns to program must understand well [1]. Furthermore, 
pointers are prerequisite for learning data structures and other advanced programming topics in 
CS education [2, 4]. Being threshold means that they are concepts that act as bridge stones, i.e., 
once a student masters them, he/she can quickly understand the rest of the topics in the course.

On the other hand, a student who does not understand such concepts well may get stuck and 
be unable to learn a new concept [5]. Simply put, no student learning to program can implement 
data structures such as linked lists, stacks, queues, and trees if such student holds an incorrect 
mental model of pointers. Although pointers are “bridge stones” for learning data structures and 
other advanced topics in programming courses, they are still considered one of the most difficult 
concepts for novice programmers to learn and understand [3, 6].

Several studies have investigated students’ misconceptions when learning pointers and 
suggested methods to address them [1, 3, 4, 7]. However, despite these efforts, few studies have 
investigated the viability of mental models of pointers in novice programmers using mental model 
theory [8]. To fill this research gap, this study used mental model theory [9] to investigate the 
viability of mental models of pointers in novice programmers (considering pointer value and 
address assignment); and evaluate the impact of combining follow-up questions and worked 
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examples in PV tool on improving students’ held mental models of pointers’ value ad address 
assignment, hereafter referred to as the mental models of pointers.

Literature review
Mental Model: Theoretical framework

Students who learn basic programming concepts have problems in formulating a correct mental 
model of program execution [10, 11]. In programming learning, the term mental model is often used 
to describe how knowledge is organized in people’s minds. Essentially, a mental model is a person’s 
internal (mental) representation of real-world objects and systems [12]. It is the learner’s 
understanding of the hidden information process underlying the code and operations in the computer.

Mental model studies are widely used in introductory programming. According to Ma [10], 
students constantly face the challenge of creating a new mental model when learning new 
concepts [10]. Studies have shown that most students, when learning to program, lack viable 
mental models when learning other threshold programming concepts. For example, in one study, 
McCauley et al. [13] found that students learning data structures tend to build an incorrect or 
inconsistent mental model of recursion and iteration when implementing a linked list. 

Danielsiek et al. [14] also found that some students had the misconception that every binary 
tree is a search tree. In addition, some students were found to have a false mental model of 
assignment (i.e., they confused = in mathematics with that in programming. The term “false 
mental” model implies that the way a student thinks about code may differ from that of the 
notional machine [16]. It is well known that students with false mental models cannot understand 
programming [10]. To help such students build a viable mental model of the key programming 
concepts and gain programming competencies, previous studies have suggested the use of 
visualization tools [14, 22, 26].

Mental Model Theory
The term mental model refers to the mental representations or beliefs of real things. It refers 

to how people understand the world and things around them, how they work, and how they are 
used and operated [17]. They are representations of reality that people use to understand certain 
phenomena. According to Johnson-laird [9], when the mind is confronted with a new learning 
task about a particular phenomenon or entity, the object or concept to be learned is represented by 
a token in the model. Depending on the phenomenon or concept under study, multiple models are 
usually created in the mind when learning a particular phenomenon. The properties of its tokens 
represent the properties of a particular entity, and the relationships between tokens represent the 
relationships between entities in people’s minds (memory). When the learner needs to apply the 
model to solve a new problem, his or her cognitive system must create one or more models that 
represent states or situations consistent with the premises and “read” the inference from the 
model(s). If a conclusion is successfully read, a deception phase follows in which an attempt is 
made to construct a mental model that contradicts the proposed conclusion. If this is unsuccessful, 
the conclusion is accepted, and the mental model is updated [9].

It follows that when we learn a new concept or experience an event, the degree of accuracy of 
what we express to others depends on how correctly or incorrectly we have initially internalized 
the original knowledge and how we succeed in retrieving the “correct” mental models from 
several held models we have in our minds. However, the quality and accuracy of the mental 
models we hold are not always consistent and static. They are constantly changing and depend 
mainly on how they are stored and organized in our long-term memory. According to Norman 
[12], their modification and evaluation are inevitable to ensure that the mental models we possess 
remain useful for learning [12].
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Mental models and learning
Mental model theory helps us understand our learning environments in several ways [18]. 

According to Edwards-Leis [18], mental models help us explain, predict, control actions and 
thoughts, diagnose, communicate, and remember. The explanatory function enables understanding 
and strategy selection because mental models “facilitate cognitive and physical interactions with 
the environment, with others, and with artifacts.” The predictive function enables problem-
solving in new situations. The control function provides a platform from which decisions can be 
made. The diagnostic function of mental models enables students to develop metacognitive 
awareness and assimilate new knowledge with existing knowledge. Finally, the communication 
function allows others to see, understand, and remember the externalization of a person’s mental 
models. How well a person accesses or retrieves the desired mental model, or part of it, depends 
on the efficiency of the memory process and the relevance of the perceived relations [18].

Visualization in learning programming
According to Petre and de Quincey [24], the term visualization refers to the use of a graphical 

representation of information to assist human comprehension of and reasoning about that 
information. Wright & Laboratories [25] argue that visualizations are more useful in learning 
programming since they display information in a format that is closer to the user’s mental 
representations of problems and will allow data to be processed in a format closer to the way 
objects are manipulated in the real world; they are easier to understand for novice programmers 
[25]. They are also useful for describing intricate programs that are difficult to describe with text 
languages, so graphical specifications may be more appropriate [26]. Through the use of 
visualizations, a learner can help a learner to understand the logic behind an idea by showing the 
intermediate steps and transitions [26].

Visualization in programming is grouped into two fundamental categories, namely, program 
visualization (PV ) and algorithm visualization (AV), depending on whether they animate a code 
or algorithm under execution by relating to the code or not. PVs are used for visualizing either the 
construction or execution (and sometimes both) of a program [27]. They are used to depict the 
source code or the state of a program or its execution with the visual means. Examples of PVs are 
Jeliot 3 [28] and Jype [29]. AVs are used for visualizing data structures and their operations 
according to a particular algorithm and transition between those states during the execution of the 
algorithm. Examples of AVs are AP-SA [30] and SDA-TRAKLA2 [31]. Research shows that 
using PV/AV tools help beginners to develop a viable understanding of the notional machine that 
runs the programs that they write, thereby helping them to learn how to program and improve 
both programming and problem-solving skills. [26, 32]. Due to the benefits that visualizations 
have brought to learning programming, several studies have examined their usage in learning 
programming. Closest to our works are those of Ma et al. [10], Adcock et al. [4], Rørnes [19], and 
Almadhoun and Parham-Mocello [20].

Related works
Ma et al. [10] conducted a study to investigate the viability of novice programmers’ mental 

models of basic programming concepts, focusing on value and reference assignments. The results 
showed that one-third of the students appeared to have “non-viable” mental models of value 
assignment, and only 17% held a viable mental model of reference assignment. To address this 
problem, Ma et al. [10] proposed a teaching technique that integrates PV and cognitive conflict 
strategies. A number of studies have found that using the cognitive conflict strategy is potentially 
effective in learning programming because it improves learner engagement and helps novice 
programmers develop a better understanding of key programming concepts.
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Adcock et al. [4] investigated the impact of using a pair programming approach on 
undergraduate programming instruction. The approach combined instruction with hands-on 
exercises to allow beginning students to visualize these difficult concepts and understand how 
they work and why they need them. Results showed that using this approach reduced student 
frustration and improved retention in learning programming.

Kumar and Road [2] studied the effects of using software to learn pointers. The software 
helped students learn how to implement pointer programs. The effects of using the software 
teaching tool were evaluated using a pretest and a posttest. The results showed that the average 
performance of the posttest exceeded that of the pretest by 100%.

Rørnes [19] surveyed the different mental models associated with students’ misconceptions 
in learning reference tasks and references in a Python programming course. The results showed 
that students had incorrect mental models related to reference assignments and/or calling a 
function. The results of this study were very useful because they helped instructors learn how 
students understand reference assignments and references when learning to program 

Almadhoun and Parham-Mocello [20] conducted the study to investigate the status of 
conceptual and procedural mental models of eleven students who were engaged in creating 
programs with linked lists in the C programming language. The results showed that no participants 
held correct mental models of a simple linked list in C.

The reviewed studies have shown that the majority of students taking programming courses 
still hold incorrect mental models of threshold programming concepts. However, they have also 
shown that visualizations can help improve students’ mental models of both basic and threshold 
programming concepts.

Overview of the proposed approach
The proposed approach involves the use of follow-up questions embedded in worked 

examples in a CeliotM (PV) tool [21]. CeliotM is a PV tool intended for teaching and learning 
computer programming in C++ for novice programmers. CeliotM supports the visualization and 
compilation of both data structures and basic programming concepts in the C++ programming 
language. The tool offers a code view and an animation view. The source code view provides a 
text editor for writing code. The animation view provides the dynamic view of the program. 
CeliotM allows the user to work with different examples of threshold concepts in programming. 
Once a user opens an example, it appears in the source code view. Follow-up questions usually 
appear after each program example in the CeliotM. These follow-up questions were programmed 
into the tool to provide a natural interface to texts and other content in the PV tool, as 
recommended by Sorva et al. [22]. It follows that before a student compiles or runs the animations 
for any example program, he or she must answer the following questions:

1. Does this program contain any errors? 
2. Can you predict the output of this program? 
3. Can you simply sketch on paper, either with a memory diagram, a variable diagram, a state 

diagram, or some other way to illustrate how this program works? 
4. Now click the animation button to compile the program 
5. Play the animation. Watch how the program runs 
6. Repeat the animation, but this time use the next step button.
7. Remove the specified static comments and write dynamic comments (explanations) for the 

selected code.
8. Run the animation. Observe the dynamic comments you wrote.
9. Discuss with your colleague how this program works 
10. Work on other questions from this section.



— 57 —

Figure 1 shows the view of the source code view and follow-up questions in CeliotM 

Fig. 1. Source code, animation views, and follow-up questions in CeliotM

Once a student has answered the follow-up questions, he/she can switch to view the 
animation. Figure 2 shows a visualization of a pointer program in CeliotM. The animation in the 
method area displays the visualization of lines of code by indicating the status of the memory 
(RAM), whether it is free, reserved, or already assigned, as the program runs. For example, the 
program shown in the CeliotM source code view in Figure 2 has currently been executed from 
line 1 to line 7. Meanwhile, variable x is now assigned int 50, while pointer p* has not been 
assigned to any value, so its memory location is reserved. 

Fig. 2. The visualization of a pointer program in CeliotM

A.B. Mtaho. The Impact of Combining Follow-up Questions and Worked Examples in Program Visualization



Education & Pedagogy Journal. 2022. 2 (4)

— 58 —

Thus, through the use of animation, system-defined explanation, and other features, the 
learner understands the programming logic and improves programming comprehension. Figure 3 
shows the final state of the animation of a given pointer program. It also displays the output of the 
program.

Fig. 3. The final animation state of a pointer program in CeliotM
Materials and methods

A mixed research design was used in this study. The pretest and posttest questionnaires were 
used to examine the status of the mental pointer models that the students held before and after the 
intervention. The experimental method was used to examine the effect of the proposed approach 
on the improvement of students’ mental pointer models.

The structure of the pretest and posttest questionnaires
The structure of the pretest and posttest questionnaires
The pretest questionnaire was used to examine the status of students’ held mental models of 

pointers. It consisted of a multiple-choice question with a set of options for the mental models 
and an option to indicate the correct mental models if the participant did not find a correct option 
in the given ranges. The researcher’s first work was to conduct an independent analysis of 
students’ possible (a-priori) responses to the questions in the questionnaire that would correspond 
to a student’s mental model type. These priorities are listed in Table1. Each student was assumed 
to have a latent cognitive structure underlying his or her responses to the questions in the 
questionnaire, referred to as “mental models.” This method was adopted by Dehnadi and Bornat 
[23]. Before the pretest questionnaire was given to the participants, it was first validated. Then, a 
small pilot test was conducted in which students completed the questionnaire and expressed their 
opinions about the usefulness of the instruments. The comments given were processed by 
changing some options of the questionnaire. The posttest was constructed to measure the same 
cognitive level of mental models as the pretest. However, the format of the posttest questions and 
the level of cognitive ability measured remained the same as in the pretest. What was changed 
were the variable names and assigned values, but the programming logic remained the same. The 
maximum duration of the test was 20 minutes. After the posttest was administered, students’ 
responses on the status of their held mental models were collected and analyzed using descriptive 
statistics.
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Table 1
Pretest Questionnaire

Select one by putting a tick (√) in the option with a correct answer. If there is no correct option, specify yours
Consider the following code fragment: –

int *p;
int x;

Suppose that we have the memory allocation  
for p and x as shown in Figure 1 below: 

Fig 1. Memory allocation.
Suppose that the following statements are 

executed in the order given:
x = 50;
p = &x;
*p = 38;

After the execution of statement *p = 38, 
the new values of *p, & x, and x are: – 

⁪ *p = 38, &x = 1750, x = 38
⁪ (*p = 50, &x = 1750, x =50)
⁪*p=50, &x=1400, x= 50,
⁪ (p=38, &x = 1750, x =50)
⁪*p = 88, &x = 1750, x=50
⁪*p = 50, &x = 1750, x=38
⁪*p = 38, &x = 3150, x = 38
⁪*p = 38, &x = 350, x = 38
⁪ Any other values of 
	 *p and x are: 
	 *p = 	 x =

Use this column for 
your rough notes, 

please

Two mental model categories were proposed to analyze the status of students’ mental models 
of pointers: the Correct Mental models (CMM) and Incorrect Mental Models (IMM). In addition, 
the IMM was further categorized into eight other subcategories, namely IMM1, IMM2, IMM3, 
IMM4, IMM5, IMM6, IMM7, and IMM8. Table 2 provides more details on the categories of 
these mental models.

Table  2
Categories of Mental Models

MENTAL MODEL DESCRIPTION CATEGORY
*p = 38, &x = 1750, x = 38 The value stored in variable x will be overwritten by the value 

assigned to a pointer *p. The two values will thus be equal. The 
addresses of the reference variables will not be affected during runtime

CMM

*p = 50, &x = 1750 x = 50 Assigning the value to a pointer *p has no effect on its referenced 
variable x; instead, the value of the dereferenced pointer that has been 

assigned value will retrieve the value held by the referenced 
variable. The addresses of the reference variables will not be affected 

during runtime

IMM1

*p = 50, &x = 1400, x = 50 Assigning the value to a pointer *p has no effect on its referenced 
variable x; instead, the pointer will indirectly access the value stored in 
variable x. however, variable x will now use the address of the pointer 

*p during runtime

IMM2

p = 38, &x = 1750, x = 50 The value in variable x will not change. The pointer *p will hold the 
value assigned to it like a normal variable. The addresses of the 

reference variables will not be affected during runtime

IMM3

*p = 88, &x = 1750, x = 50 The value assigned to the pointer will be incremented by the value 
from variable x, but the value of variable x will remain unchanged.

IMM4

*p = 50, &x = 1750, x = 38 The value assigned to variable x and pointer *p will be swapped. The 
addresses of the reference variables will not be affected during runtime

IMM5

p = 38, &x = 3150, x = 38 The value stored in variable x will be overwritten by the value 
assigned to a pointer *p. The two values will thus be equal. The 

addresses of the pointer and reference variable address will sum up 
during runtime

IMM6

p = 38, &x = 350, x = 38 The value stored in variable x will be overwritten by the value 
assigned to a pointer *p. The two values will thus be equal. The 

addresses of the reference variables will be subtracted from that of *p 
during runtime

IMM7

Others Undefined mental models. These are models that were difficult to 
define and interpret

IMM8

A.B. Mtaho. The Impact of Combining Follow-up Questions and Worked Examples in Program Visualization



Education & Pedagogy Journal. 2022. 2 (4)

— 60 —

The experiment
This experiment aimed to investigate the impact of combining follow-up questions and 

worked examples in the CeliotM PV tool on improving novice programmers’ held mental models 
of pointers. The subjects of the study were sixty-two (62) second-year undergraduate students 
taking the course PMT 221 (Data Structure) at the College of Natural and Mathematical Sciences 
(CNMS) of the University of Dodoma. These students had already learned the basic concepts of 
the programming course in C++. These students voluntarily participated in this study. The 
protocol for the test was as follows: Students were first informed about the purpose of the study. 
Then, students were asked to complete the pretest questionnaire within 20 minutes. After they 
completed the pretest questionnaire, it was collected for analysis. The results on the status of 
students’ held mental models can be found in the next section. After completing the pretest, 
students were proportionally divided into two equal groups, Group 1 (G1) and Group 2(G2), 
based on the status of their held mental models. Both G1 and G2 were then given a similar set of 
pointers exercises to practice. The G1 students used the Borland C++ compiler for practice, while 
the G2 students used the CeliotM PV tool. After participating in the hands-on exercises for  
12 hours per week for two weeks, all students completed the posttest. The duration of the test was 
20 minutes. The students were not told if they could repeat the posttest. The results of the 
experiment are presented in the next section. It was hypothesized that students who used CeliotM 
would improve the status of their held mental models of pointers better than those who used 
conventional C++ compilers (Borland compilers).

Results and discussion
Results 

Figure 4 shows the status of the mental models that the students were holding before applying 
the proposed learning approach. Figure 4 shows that of the 62 students who participated in the 
pretest, only 27 students (43.5%) held the CMMs of pointers, while 35 students (56.5%) held the 
IMMs. Figure 3 shows the status of the students’ held mental models of pointers before the 
intervention.

Fig. 4. The status of the students’ held mental models of pointers before the intervention

As seen in Figure 4, more than half of the students (56.5%) had incorrect mental models of 
pointers. Table 3 shows the categories of IMMs that students had before using the proposed 
intervention.



— 61 —

Table 3
Categories of IMMs that students had before applying the proposed approach

MM TYPE N (35) PERCENTAGE
IMM1 5 8.1%
IMM2 3 4.8%
IMM3 18 29.0%
IMM4 2 3.2%
IMM5 3 4.8%
IMM6 1 1.6%
IMM7 1 1.6%
IMM8 2 3.2%

As shown in Table 3, the largest proportion of students with wrong mental models belonged 
to the IMM3 category. Such students had the misconception that assigning the value to a pointer 
*p had no effect on its referenced variable x (*p = 38, &x = 1750 x = 50). This misconception 
happened because when declaring a pointer, some students tend to confuse between the roles of 
memory address and variable location. Basically, when you assign a value to variable x, the value 
assigned to variable x will be stored to the address, say FFFF of variable x. It follows that if you 
assign address FFFF to the pointer *p and then assign a value to the pointer *p, the original value 
of variable x will be overwritten by the new value assigned to pointer *p. The output values for 
both variable x and the pointer *p will finally be the same. 

Another category that performed poorly next to the IMM3 group was  IMM1. This group 
constituted 8.1% of the total participants. Students with this category of wrongly held mental 
models had the misconception that any value that had been assigned to the pointer *p would have 
no effect on its referenced variable x; instead, the value of the dereferenced pointer that had been 
assigned value would hold and output the value held by the referenced variable. These students 
are confused between variable assignments and address assignments. 

Table 3 also shows that 4.8% of the students were holding IMM5. The majority of the students 
had the misconception that when you assign a new value to a variable (that was initially assigned 
a value) via a pointer, such values will be swapped. As shown from the code fragment in Table 1, 
since the only statement that exists between the statements in line 3 (i.e., x = 50;) and line 5  
(i. e. *p = 38;) is line 4 (i. e. p = &x;); these students might have confused the difference between 
the pointer’ address assignment and swapping. Results from Table 3 further showed that some of 
the students (3.2%) were found to hold wrong mental modes that were difficult to classify.

The results of the experiment
Having identified a large number of IMMs in this study, it was decided to investigate whether 

using the newly proposed strategy that combines follow-up questions and worked examples in the 
PV (CeliotM) could help improve the status of students’ mental models of pointers. Table 4 shows 
the results of the proposed approach on students held mental models of pointers between G1 
(control group) and G2 (experimental group).

Table  4
The status of students held mental models of pointers after the intervention for G1 and G2

MM Type 
Non experimented sample (N = 62)  G1 (N = 31) G2 (N = 31)

N % N % Change N % Change (%)
CMM 27 43.5 18 58.1 14.6 27 87.1 +43.6
IMM 35 56.5 13 41.9 –14.6 4 12.9 –43.6
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As shown in Table 4, the students who used Borland C++ compilers (G1) slightly improved 
their held mental models by 14.5%., while those who used CeliotM (G2) to learn pointers 
improved the status of their held mental models from IMM to CMM by 43.6%, raising the 
percentage to 87.1%. This is a substantial number taking into consideration that pointer is one of 
the challenging topics for novice programmers to grasp. Table 5 shows the detailed distribution of 
the IMMs with reference to the preliminary status of the students held mental models before the 
intervention. 

Table  5
Detailed distribution of the IMMs after the intervention 

IMM TYPE
Non experimented sample (N = 62) G1 (N = 31) G2 (N = 31)

N % N % Change N % Change (%)
IMM1 5 8.1 3 9.7 –1.6 1 3.2 –4.9
IMM2 3 4.8 1 3.2 –16.1 0 0 –4.8
IMM3 18 29.0 4 12.9 0 3 9.7 –19.3
IMM4 2 3.2 1 3.2 –1.6 0 0 –3.2
IMM5 3 4.8 1 3.2 1.6 0 0 –4.8
IMM6 1 1.6 1 3.2 1.6 0 0 –1.6
IMM7 1 1.6 1 3.2 0 0 0 –1.6
IMM8 2 3.2 1 3.2 1.6 0 0 –3.2

As indicated in Table 5, the IMM3 for the experimental group (G2) was largely affected by 
the intervention since the number of students who were holding IMMs decreased by 19.3% 
compared to other IMMs. It is also worth noting that whereas all IMMs were improved in G2, 
this was not the case for students in G1. For example, while mental model categories IMM6, 
IMM7, and IMM8 were all improved and eliminated for G2, they were not improved at all for 
G1. This implies that students the use of CeliotM helped to improve the status of the students’ 
held mental models compared to the use of the traditional lecture method. 

Discussion
This study had two main objectives: to analyze the status of mental models of pointers 

(focusing on value and address assignment); and to evaluate the impact of combining worked-
examples and follow-up questions in the CeliotM PV tool in the learning of pointers. 

The study findings show that more than half of the students (56.5%) in the Data structure 
course had an incorrect mental model of pointer assignment. Such students were holding a wide 
range of incorrect mental models of pointer value and address assignment. That misconception 
happened because students did not exactly understand the roles and functions of the pointer. In 
general, a pointer is a variable. When you declare a pointer, it is given both the memory address 
and location, just like other variables. But unlike a normal variable, the pointer contains only the 
address of the variable. When you assign a value to the pointer, that pointer does not actually 
store that value but points to the memory location to which it was referenced. 

As shown from the code fragment in Table 1, the statement x = 50; is followed by the 
statement p = &x, which implies assigning the address of variable x to the pointer *p. The symbol 
& is called the addressing operator and is used in particular to pass the address of a particular 
variable to the pointer variable so that the pointer can point to that variable. Also, the symbol (*) 
that precedes the pointer identifier p is called a dereferencing or redirection operator. It is read as 
“value pointed to by.” The function of the dereferencing operator is to restore the memory location 
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pointed to by the value of the variable. More specifically, the dereferencing operator is used to 
indirectly access the data stored at the memory location pointed to by the pointer. Any change in 
the dereferenced pointer directly affects the value of the variable it points to.

Findings from the study have also shown that the use of the proposed approach that applies a 
combination of worked examples and follow-up questions in the CeliotM PV tool has managed to 
improve the status of students’ held mental models of pointers up to 87.1%. The results suggest 
that using the proposed approach can greatly improve the status of students’ held mental models 
of pointer threshold concepts. One possible reason that the proposed approach improved the 
status of students’ flawed mental models of pointers was that, while the use of PV helped students 
understand the notional machine, follow-up questions helped students naturally engage in the 
learning process, explore deeper knowledge from their own minds and learn from others. In this 
way, students managed to construct and reconstruct their false mental models and hence, greatly 
improved their programming comprehension. 

Conclusion and future research work
In this study, eight categories of students’ wrongly held mental models of pointers were 

identified. To improve the mental models, a strategy that involves the use of worked examples 
along with follow-up questions within the CeliotM PV tool was employed. The results show that 
the use of the proposed approach largely helped to reduce the number of students with flawed 
mental models of the pointers compared to the use of the traditional lecture approach. The 
proposed strategy seems to have a positive effect on improving students’ conceptual, program 
tracing, and problem-solving skills. Analyzing students’ mental models is very important because 
it allows instructors to explore the overall picture of students’ comprehension patterns. It also 
allows instructors to identify the type (s) of student misconceptions and thus determine the best 
strategy to help students understand programming. This study identified several misconceptions 
that students have when learning pointers. However, it only examined the status of the students’ 
held mental models of pointers within a short period of time and with a small sample size. Future 
studies should examine the effectiveness of using the proposed approach with a larger sample in 
longitudinal studies. In addition, the study focused on static pointer´s address and value 
assignment. It did not go so far as to try to investigate the status of students’ mental models of 
dangling pointers, dynamic pointer declarations, and the use of pointers as reference parameters 
in function calls. Future studies should also investigate the status of students’ held mental models 
with respect to these aspects.
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