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Abstract. Imaging spectrometers provide non-contact and high-performance 

assessment of the physical and chemical object properties distribution, the 

effectiveness of which depends on the data accuracy obtained by the device. The paper 

introduces a method to correct spatial-spectral distortions in images captured by the 

imaging spectrometer based on the optical aperture division. 
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INTRODUCTION 

Multispectral cameras or video spectrometers with multispectral resolution are 

in demand for solving problems in agriculture, environmental monitoring, biomedical 

and technical diagnostics [1]. The most reliable and productive measurement of 
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spectral and spatial characteristics of objects from moving carriers [2] or analysis of 

fast processes [3] is guaranteed by devices with simultaneous registration of several 

spectral images of objects. To perform measurements on the basis of such data, it is 

necessary to determine the parameters for correction of their distortions introduced by 

the hardware and imaging conditions, and to carry out further calibration of the 

instrument to unify its characteristics [4,5]. 

Due to the variety of physical principles of spatial-spectral data acquisition [6], 

there is no single unified method for calibrating video spectrometers and correcting the 

data recorded with them. Calibration and correction methods developed for a device 

based on a certain registration scheme [7,8] are inapplicable and ineffective for data 

correction of a device built on a different principle. Earlier the authors proposed a new 

principle of multispectral imaging based on optical aperture separation [9], which 

favorably differs from its analogues by a set of key features (number of spectral 

channels, performance, reliability, adaptability to a specific task, etc.). The purpose of 

this work is to develop an algorithm for multispectral camera calibration based on 

optical aperture separation and correction of the data recorded by it. 

 

FORMATION OF SPECTRAL IMAGES BY A MULTISPECTRAL CAMERA 

The multispectral camera based on optical aperture separation, developed at the 

RAS UE STC, includes a multispectral module and a matrix radiation receiver. The 

main elements of the multispectral module are optical systems of spectral image 

formation (spectral channels), each of which consists of a lens and a spectral filter. 

Such optical systems are installed in a single body of the multispectral module in front 
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of the matrix radiation receiver and simultaneously form several spatially separated 

spectral images on it. Fig. 1 shows a block diagram of spectral images formation in a 

multispectral camera built according to the above scheme. 

Spectral imaging is usually aimed at determining the spatial and spectral 

distribution of the ability of the object under study to reflect the incident radiation, i.e. 

at determining the reflection coefficient ρ (x, y, λ). The data obtained with the 

multispectral camera represent the intensity distribution of the radiation reflected from 

the observed object and passed through the optical system along two spatial (x, y) and 

one spectral (λ) coordinates. The registered spatial-spectral intensity distribution is 

distorted by each functional block of the instrument and also depends on the imaging 

conditions, primarily on the nature of object illumination. The main sources of data 

distortion are shown in Fig. 1. 

The intensity of radiation reflected from an object is determined by both ρ (x, y, 

λ) and the illumination distribution on its surface created by the radiation source. The 

illuminance E (x, y, λ) can have both spatial and spectral heterogeneity, and thus 

introduce distortions into the computed distribution ρ (x, y, λ). The radiation reflected 

from the object passes through the optical system, whose main distortions in the 16-

channel multispectral camera implementation [10] are due to the presence of distortion 

D (x′, y′, λ) and vignetting V (x′, y′, λ) in the lenses. These system properties are present 

due to the wide field of view of the lenses and reduce the fidelity of the features more 

at the edges of the field of view. In addition, spectral filters can also have spectral τ (λ) 

and spatial τ (x′, y′) inhomogeneity of the transmission function, while unique for each 

channel. 
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The use of independent spectral channels with a field of view offset can lead to 

the appearance of parallax, which is especially noticeable in systems with multiple 

receivers, but has less effect in the considered system with optical aperture separation. 

The receiver in the camera converts the optical radiation incident on it into discrete 

intensity values at the ADC output, which are affected by digital noise of various nature 

Iw(x′, y′, λ). In addition, the signal is distorted due to spatial and spectral non-uniformity 

of the detector sensitivity S (x′, y′, λ), which leads to distortions of spectral 

characteristics of objects . 

 

ALGORITHM FOR CORRECTION AND CALIBRATION OF MULTISPECTRAL 

DATA 

The purpose of correction of the data recorded by the device is to calculate the 

actual distribution of the object surface reflectance ρ (x, y, λ) based on the signal I (x′, 

y′, λ) recorded by the camera in each channel. During the correction, the instrument is 

calibrated using standard objects with known characteristics [11] to determine the 

parameters of distortion compensation. As a rule, these parameters are correction 

coefficients that change the intensity of pixels of the registered frames, as well as the 

magnitudes and directions of vectors for their local and global shifts. Then the obtained 

parameters are applied to real data to eliminate spatial-spectral artifacts arising during 

their registration by software means.  

The signal recorded by the multispectral camera includes both the useful signal 

ρ (x, y, λ) and its distorting components of different nature. Elimination of each of such 

components requires a separate calibration procedure and subsequent distortion 
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compensation. Fig. 2 shows the main steps of the proposed algorithm for multispectral 

camera data correction based on optical aperture division. 

Correction of noise of radiation receiver components can be made by subtraction 

from the corrected frames of images obtained in the absence of radiation falling on the 

matrix receiver. In this case it is necessary to set the same values of exposure time and 

amplification as were set when capturing the corrected spectral images. 

We propose to correct vignetting using the method of correction factors 

described in [11]. For this purpose we registered spectral images of the output window 

of the integrating sphere LabSphere FT-2200-W, which provides spatially and 

spectrally uniform radiation when its intensity changes with some step. Averaging of 

pixel intensities of the obtained images and normalization of the obtained image to the 

maximum value allows us to obtain a matrix of correction factors for each spectral 

channel.  

Coefficients for distortion correction in each channel of the multispectral module 

were obtained using spectral images of the checkerboard world using the algorithm 

described in [12]. Then, to eliminate the influence of parallax and to match spectral 

images in separate channels, the shift vectors for each channel were determined relative 

to the reference channel from the registered crosshair images.  

Various radiometric calibration methods can be used to calculate the spatial 

distribution of the spectral reflectance [13]. In this work, an empirical method was 

chosen that allows radiometric calibration to be performed both in the laboratory and 

in the field.  
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APPROBATION OF THE ALGORITHM IN LABORATORY AND FIELD 

CONDITIONS 

In order to evaluate the effectiveness of the proposed correction algorithm, we 

determined the calculation error of the spectral characteristics of the color target. 

Beforehand, we measured the spectral reflection coefficients of each region of the color 

target using the spectrophotometer SF-2000. In Fig. 3 shows the spectral reflectance 

measured by the spectrophotometer (solid line) and calculated from the multispectral 

camera data after correction (dashed line). The spectrum-averaged relative error of ρ 

(x, y, λ) determination from the corrected data was 5%, while without applying the 

camera distortion correction algorithm, the error of reflectance determination after 

radiometric calibration is 38%. 

Since one of the main applications of multispectral cameras is monitoring the 

physiological state of vegetation, the proposed algorithm of spatial-spectral data 

correction was applied to spectral images of crops. For this purpose, 7 soybean varieties 

were imaged on the territory of the experimental field of the North Caucasus Research 

Institute of mountain and foothill agriculture of the All-Russian Scientific Center of 

the Russian Academy of Sciences. Using multispectral imaging data according to the 

method described in [14], we obtained the spatial distribution of the content of total 

chlorophyll in leaves (Fig. 4), which is one of the most demanded for assessing the 

efficiency of photosynthesis in the tasks of optimization of agrotechnical operations 

and phytosanitary monitoring [15]. Further, the values of total chlorophyll 

concentrations obtained by chemical laboratory analysis and by multispectral imaging 

data before and after correction were compared. The comparison showed that data 
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correction allowed to reduce the error in determining total chlorophyll concentrations 

from multispectral imaging data from 47% to 10%.  

 

CONCLUSION 

Thus, we have proposed a method of video spectrometer data correction based 

on optical aperture separation. The developed approach makes it possible to obtain the 

distribution of the spectral reflectance of the object without distortions caused by 

spatial and spectral inhomogeneities of the device and illumination characteristics. The 

algorithm provides a reduction of the average relative error in determining the spectral 

characteristics of the object from 38 to 5%. The obtained results contribute to the 

introduction of a new method of multispectral imaging for solving actual problems of 

agriculture, environmental monitoring and medical diagnostics. 

In terms of the development of the field experiment scheme and sample 

preparation, the publication was prepared within the framework of the state assignment 

of the All-Russian Scientific Center of RAS No. 075-01005-23-00. In terms of 

development of methods for calibration of the instrument and correction of the data 

recorded by it. The work was carried out within the framework of the state assignment 

of RAS STC UP (project FFNS-2022-0010). 
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FIGURE CAPTIONS 

 

Figure 1. Illustration of registration of spectral images of an object by a multispectral 

camera based on optical aperture separation. 

 

Figure 2. Multispectral camera data correction algorithm. 

 

Figure 3. Spectral reflectance of individual regions of the color target measured by the 

spectrophotometer (solid line) and calculated from the multispectral camera data after 

correction (dashed line). 

 

Figure 4. Illustration of the spectral images of the multispectral camera and the spatial 

distribution of chlorophyll concentration calculated from them. 
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Fig. 1.  

 

 

 

 

Fig. 2.  

 

 



11 
 

 

Fig. 3.  

 

 

 

Fig. 4.  

 

 

 


